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THE RESOLUTION OF FREQUENCY 
MEASUREMENTS I N  PFM TELEMETRY 

by 
Alan M. Demmerle and Paul Heffner 

Goddavd Space Flight Center 

SUMMARY 

This article outlines a method for high resolution measure- 
ments of pulse frequency modulation telemetry signals mixed 
with additive Gaussian noise. The relations between the reso- 
lution and the signal-to-noise ratio and between the resolution 
and the satellite range a re  given. 
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THE RESOLUTION OF FREQUENCY 
MEASUREMENTS I N  PFM TELEMETRY 

by 
Alan M. Demmerle and Paul Heffner 

Goddard Space Flight Center 

INTRODUCTION 

Present techniques in the data processing area of Goddard Space Flight Center do not provide 
highly resolved measurements of pulse frequency modulation (PFM) telemetry data, because such 
measurements were not necessary until recently. New requirements have led to the development 
of equipment which will provide highly resolved PFM telemetry data measurements in accord with 
the signal-to-noise ratio (S/N) of that data. The ensuing discussion outlines the methods employed 
by this new equipment, its performance, and some of the considerations affecting its conception. 

PULSE FREQUENCY MODULATION TELEMETRY 

Pulse frequency modulation is one of the standard telemetering systems used on Goddard 
Space Flight Center (GSFC) satellites (Reference 1). Conventional PFM is a system whereby the 
information of each channel in a telemeter 
determines the frequency of a sine-wave 
burst whose duration is nominally 10 msec. CHANNEL 0 CHANNEL 1 CHANNEL 2 

(The telemeter encoder output is a square --m 
wave, but by the time the signal gets to the I +  4- -1: -1- --I 
data reduction center it more closely re- 5 msec 15 msec 10 msec 10 msec 10 msec 

sembles a sine wave.) Each 10 msec burst 
is preceded by a 10 msec blank. Synchro- 
nism of the system is maintained by a synchronizing burst which is 15 msec long preceded by a 
5 msec blank. The frequency of these bursts normally can be anywhere in the range of 5 to 15 kc. 

Figure 1 -The PFM Signal. 

PRESENT PFM DATA PROCESSING TECHNIQUES 

It has been standard practice at GSFC to process PFM by the use of contiguous filter banks, 
often called comb filters. Each of these narrow band filters is separated by 100 cps in center fre- 
quency from its neighbors and has a nominal 3 db bandwidth of 100 cps. The frequency of the 
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signal within the PFM burst is said to equal the center frequency of the filter whose output enve- 
lope detector is maximum at the end of the burst time. 

The advantage of such a filter bank system in PFM data processing is the S/N improvement. 
This improvement results for this reason: the bandwidth of the noise mixed with the signal going 
into the filter bankis  10 kc. Not considering the sidebands, the data signal will occupy a single 
frequency anywhere in the 10 kc band. The technique employed is that of recognizing in which 
filter the data signal resides and then to gate off all other filter detectors so that in effect the 
bandwidth of the noise accepted by the comb filter output is constrained to the noise bandwidth of 
the individual responding filter. 

One of the major disadvantages of this system is that we only know the incoming frequency to 
be 1 of 100 possibilities, no matter how high the input S/N, so long as it is above the system 
threshold of operability. Thus it is said that the incoming frequencies a re  quantized to 1 percent. 
Figure 2 illustrates this statement. All e r rors  from plus to minus 50 cps (*1/2 percent of 10 kc) 
a r e  assumed equally likely and the standard deviation of the e r ror  is 28.8 cps. 

P R O B A B I L I T Y  
DENSITY OF ERROR 

0.01 t 
With such a rectangular distribution, it is 

possible simply by inspection to see the per- 
cent of the time that the e r rors  lie within any 

I 1 1 = specified range; for example, 50 percent of the 
0 +1/2 percent time the e r ror  is less  than *25 cps ( 4 / 4  per- 

cent). With this filter bank principle, smaller 
quantization can be obtained only by using more 
filters with 

-1/2 percent 
+50 cps 

ERROR 
-50 CPS 

Figure 2-Probability density of error for a system quanti- 
tized in 100 cycle increments throughout a 10 kc band. 

not only excessively expensive, but also operationally cumbersome. For example, a 0.1 percent 
quantum size would require 1000 filters each with a bandwidth of 10 cps. This would introduce 
the complication that the build-up time for a 10 cps filter would be greater than 10 msec, and 
therefore not compatible with standard PFM. 

bandwidths. This becomes 

When more accurate measurement of the incoming frequencies is necessary, a means other 
than the filter bank approach should be employed. The measurement method should take advantage 
of the quality of the signal that is available; i.e., when the S/N is high, very accurate measure- 
ments should be possible. 

In the ensuing discussion the word "resolution" is used in the following way. The frequency 
and f of an incoming sine wave is to be measured and it is known to lie within two bounds, f m  a 

f m i n  . The measurement, which really gives us only an estimate of the incoming frequency, is 
disturbed by additive Gaussian noise. This measured value (or estimate) is called i. The quantity 
f - f is a Gaussian-distributed random variable with zero mean (under the assumption that the 
instrumentation does not introduce a statistical bias). The value of this quantity at K standard de- 
viations is called c . By definition, c is resolution. A specification of resolution must be ac- 
companied by a specification of K. The c value is in cps, but resolution also can be thought of in 
terms of percent. The total interval between f m a x  and f m i n  is B cps. If B is divided into 1OO/m 
equal parts each one c cps in size, m is by definition the percent resolution (i.e., m = 100 C / B  ), 



Some examples which may explain this use 

pendix A. Figure 3 shows the relation between 
K* and the probability that a value lies within 

common sense the term high resolution in this 
context, means that the resolution c o r  m i s  
small. 

of the term "resolution" better are given in Ap- 3 

*&of a Gaussian d i s t r i b u t i o n .  Contrary to 2 
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01 A HIGH RESOLUTION PROCESSOR 

Commercial counters are not adequate for 
highly r e s o l v  e d measurements of frequency 
when the time available for measurement is 
short and the input is perturbed by noise. Equip- 
ment that measures events per fixed unit of time can make the measurement to only *1 event per 
sample; for a PFM 5 kc signal, having a 10 msec sample time this is *l cycle per 50 cycles, which 
amounts to *2 percent quantum size. The quantum size (percent), hence the resolution, is fre- 
quency dependent. Equipments that measure elapsed time per fixed number of events also have 
the limitation that the resolution of the measurement is dependent upon the input frequency 
(Reference 2). 

F i g u r e  3-The e r r o r  function (K vs. 1 - e r f  K/ f i ) .  

To circumvent the inherent limitation of both standard methods of frequency measurements, a 
device called a high resolution processor (HRP) has been designed and implemented. 

General Principles 

The HRP measures the elapsed time (to within 0.2 Fsec) of y cycles, where y is the integral 
number of cycles plus 1 that elapse in a preset time interval (Reference 3). The output of the de- 
vice is 2 binary (or BCD) numbers, one indicating y, and the other indicating z ,  the number of 
5 Mc pulses counted in exactly y cycles. The two numbers are then operated on to yield the 
frequency, 

* _ Y  f - 7 (5 x 106) cps . 

This operation can be done in either a small internal divider o r  a general purpose computer; the 
output is on digital magnetic tape. 

The HRP measures frequency, over nearly the same preset length of time, for a range of fre- 
quencies which is in principle unlimited, unlike the standard methods mentioned which measure 

* K / G  i s  the argument of the error function, abbreviated erf (K/ f l ) .  
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over a constant number of cycles or a con- 
stant interval (without regard to having an 
integral number of data cycles) for anyfre- 
quency. The HRP is designed to process data 
stored on magnetic tape. In order to compen- 
sate for tape speed variation the processor 
clock frequency, which provides the count z , 
is generated by a frequency multiplier whose 
input is a reference frequency from the mag- 
netic tape. Figure 4 is a simplified functional 
diagram of the high resolution processor. 

Quantization Error in  t h e  HRP 

The analysis of the quantization e r ror  
(i.e., the e r ror  inherent to the measurement 
technique itself, which exists whether or not 
noise is on the input signal) is given in Appen- 
dix B. This e r ro r  is usually small compared 
with the e r ror  caused by noise perturbing the 

um DETERMINE PRESET TIME T I 
I 

BUFFERING 
EQUIPMENT AND 

DIGITAL TAPE 
DECK 

COUNT OUT y CYCLES, 
I 

~~~ I I I '  I 

SYNCHRONIZER WHICH IS THE SECOND 

START PULSE I I  I I  
I I  
I ,  ACTUAL START PULSE / 

TIME T FROM I I  & I  
I 

TIME I 
I I  - START 

ACTUAL STOP 

GATE TIME 
DURING 

WHICH 5Mc PULSES ARE COUNTED 

Figure 4-Simplified functional diagram of the high 
resolution processor. 

input signal. The lower limit on the resolution m of this system is due to this quantization error. 
This lower limit is dependent upon frequency, and for the two extremes of frequency, 5 and 15 kc, 
it is 0.00095 and 0.00285 percent respectively. At other frequencies within the band B the reso- 
lution will lie between these bounds. 

Resolution of  t h e  HRP 

Reference 2 

"relates the resolution to which the frequency 0- a sine wave can be measured 
(using zero-crossing* techniques) to the signal-to-noise ratio of the wave and 
the time available to make the wave measurement. It demonstrates the need 
for  making measurements over a constant time interval . . . if the resolution of 
measurement is to be independent of frequency." 

A device, such as the HRP, which makes frequency measurements over a nearly constant time 
interval regardless of frequency, adheres to  the relations developed in Reference 2: 

*The expression "zero-crossing" i s  used here to mean the time of the occurrence of the excursion of the signal voltage through the dc 
level of the signal. 
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or 

where S/N is the signal-to-noise voltage ratio at the input and T is the length of time over which 
the measurement is made. 

These relations were developed from a mathematical model which assumes that the e r ror  in 
determining the frequency is due to the uncertainty with which the time of zero crossing can be 
detected. This uncertainty is caused by additive Gaussian noise. It has been assumed that other 
sources of e r ror  (such as circuit noise) are negligible, and that only n t 1 positive-going zero 
crossings accompany n cycles oi the actual signal. 

Equations 1 and 2 have been demonstrated by tests run on the HRP whereby S/N , T, and f 

were varied in turn and the data gathered was statistically analyzed in a general purpose computer. 
The output of the computer facilitated a plot of the percentage of data points outside of the speci- 
fied resolution vs. S/N , in families of T and f .  

Figure 5 illustrates the test results for three sets of readings, one taken at a data frequency 
of 5 kc, one at 10 kc, and one at 15 kc. The plotted test results a r e  based on the percentage of fre- 
quency readings which fell within +10 cps ( c  = l o )  of the true data frequency for various S J N .  The 
continuous curve is a calculated curve for c = 10 cps. 

Each plot point represents a test of 4000 data points where, for the entire test, the input signal 
of precise frequency and constant amplitude was linearly summed with band-limited, white Gaussian 
noise whose r m s  voltage remained constant. The 4000 data points (readings y and z ) constituted 
one file of data in computer format on magnetic tape. Each file was processed by the computer to 
develop the percentage of data points which fall outside the limits of *lo cps from the true data 
frequency. 

Inspection of Figure 5 shows that all but two plot points f a l l  within +0.5 db of the calculated 
curve. The two points which exceed this deviation occurred at a data recovery rate which gener- 
ally would not be of interest. They fell beyond the S/N ratio where 30 percent of the data readings 
would be reliable. The technique used in implementing the zero crossing of the signal becomes 
unreliable as the S/N becomes small, because excessive noise will cause a high incidence of er- 
roneous zero crossings by producing more than 1 positive crossing per signal cycle. Thus, the 
resultant count of cycles in the reading time would be too high. 

The test results of Figure 6 support the relation of Equation 1 whereby a lower SIN is required 
for a fixed time interval T when the resolution of measurement is decreased (Le., c is larger). 
The calculated curves for each of two resolutions are shown. Again the plot points of experimental 
data represent 4000 data point samples. The frequency f and the time interval T for these tests 
were held constant at 10 kc and 5.0 msec respectively. 
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1.0 10 1W 
7 
0.1 

TEST DATA POINTS WHICH 
EXCEED RESOLUTION c (percent) 

Figure 5-Percentage of test data paints which deviate 
from the true frequency by more than +IO cps as a 
function of S/N. 

Figure 7-Probability density of frequency readings far 
two S/N ratios. 

I 
0.1 1.0 IO 100 11 

DATA POINTS WHICH EXCEED RESOLUTION c (percent) 

Figure 6-Percentage of test data points which deviate 
from the true frequency by more than c cps as a func- 
tion of S/N. 

Another test was made, similar to the 
test described above except that T was ex- 
tended and the resolution c was held constant. 
The results confirmed the relation of Equa- 
tion l. By extending the time interval from 
the 5.15 msec used in the first portion of the 
test to 10.15 msec, the expected - 5.9 db* 
change in SRU was found in all cases to be 
less than 0.5 db in error. 

The probability density distribution of the 
experimental data points was Gaussian in 

nature, because the noise perturbing the readings was Gaussian. A sketch of these distributions 
is shown in Figure 7 illustrating that as the S/N is decreased the distribution curve widens. 

Improving the  HRP Performance by Preprocessing 

If the resolution obtainable from the HFtP for a specific SIN is inadequate, it can be improved 
by inserting a system ahead of the HRP which acts on the input signal to improve the S / N .  This 
principle is presently being studied. Both filter banks and phase-locked loops have limitations in 
this aqplication. They both need time to "acquire" the incoming frequency, time that would be 
valuable in improving the resolution, a s  illustrated in Equation 2. The trade-off between the im- 
provement in S/N and measurement time is now being considered. 

'20 log (T1/T2) = 20 log (5.15/10.15) = -5.9 db 
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The percent resolution (m) of the data, as a function of the distance between the satellite and 
the receiving station, can be plotted for a desired confidence level of data retrieval if the following 
a re  known: (1) the power of the satellite transmitter, (2) the gain of the transmitting antenna, 
(3) the gain of the receiving antenna, (4) the frequency of the carrier, and (5) the noise power at the 
receiver output. Equation 2 may be expressed 

1 

THE RELATION BETWEEN RESOLUTION AND THE 

PARAMETERS AND RANGE OF A SATELLITE 

I where 

input can be d e t e r m i n e d  within known 
tolerances. 50 

;,,,I . ~ ~ , ~ , ~ . * ~ , ~ ~ ~ , ~ ~ ~ l , ~ ~ , ~ ~  

&., - 

We may use the relation (Reference 1): 

lO0c 
m =7 



I 

where 

pr = signal power at receiver, 

P, = noise power at receiver, 

pt  = power of transmitter, 

G~ 

cr 
A 

r 

k = Boltzmann's constant, 

T' = sum of disturbing noise temperatures in OK, 

B' = post-detection bandwidth. 

= power gain of transmitter antenna, 

= power gain of receiving antenna, 

= wavelength of carrier (meters), 

= slant range of satellite (meters), 

Then, a general expression relating m with r is 

If l / f  is negligible the expression reduces to 

Thus the resolution is directly proportional to the slant range when the term I/f of Equation 4 is 
negligible. 

Equation 5 shows that m varies as (the post-detection bandwidth, which is directly re- 
lated to the system noise bandwidth), so  that it is advantageous to narrow B', as was mentioned 
earlier. 

Figure 9 illustrates the relation between the resolution in percent (m) and the slant range of 
the satellite, using the parameters of the S-3 program.* For this particular calculation the meas- 
urement interval was chosen at 9 msec, and the error  criterion K expressed in units of standard 
deviation was chosen to equal 3 (i.e., 99.7 percent of the frequency measurements a re  within the 
resolution m.) For small values of m the curve terminates at a resolution of 0.0028 percent for 
15 kc and 0.00095 percent at 5 kc, because of the quantization error.  

I 

'S-3 is an internal GSFC designation for a series of satellites. 
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The termination in Figure 9 for large 
slant ranges (i.e., low S / N )  is also limited by 
the implementation technique. At these large 
ranges the s/N is low enough to cause more 
than 2n + 1 zero-crossing detections per n 

cycles. Tests indicate that the threshold of 
these erroneous zero-crossing detections is, 
with the present equipment, in the neighbor- 
hood of S / N  = +5 db (range = 65,000 km). For 
slant ranges beyond this threshold the curve 
is shown as a dashed line. 

CONCLUSIONS 

High resolution measurements for a pulse 
frequency modulation telemetry signal can be 
made when the s/N is not too low. These 
m e a s u r e m e n t s  are made by detecting the 

I 1 = 5 LEL," I 1 I 1 1 1 1 1  I I I 1 1 1 1 1 1  I I I l l U  0.001 -- 
100 1 OW 10,000 100, OOO 

5-3 SLANT RANGE ( k m )  

Figure 9-Resolution of measurement vs. slant range 
for a typical PFM satellite. 

number of zero crossings of the signal and the elapsed time between the first and last crossing 
in equipment such that the measurement is made over an integral number of cycles, determined by 
a preset fixed time interval. This technique has been used to obtain significant improvement in 
measurement resolution when the signal-to-noise ratio permits. 

Test results confirm the calculated relations between the resolution, signal-to-noise ratio, 
signal frequency, and time interval of measurement. Thus, the feasibility of the method chosen 
has been demonstrated by the experimental equipment, and the validity of theoretical predictions 
of resolution has been confirmed by realistic simulation. Operational equipment is now being built 
to exploit this technique. 

The resolution of frequency measurements can be related to the slant range of a satellite when 
the key parameters of that satellite telemetering system are known. Potential users of the high 
resolution capability should consider this relation when fixing the parameters of the airborne 
system. 

The improvement in accuracy described above could be obtained at lower S / N  if the S/N could 
be improved prior to zero-crossing measurements. A practical method of implementating this is 
not now available, but development of a system with increased efficiency is progressing. 

(Manuscript received June 29, 1964) 
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Appendix A 

Examples of Error Distributions Demonstrating The 
Use of The Term “Resolution” 

Shown in Figure A1 is a Gaussian probability density function which can be expressed as 
P ( Y )  
by the measurement, f , and the true signal 

= (l/o fi) e - Y 2 / 2 D 2  where y represents the deviation between the frequency as interpreted 
A 

.+ 

frequency 

f ,  Y 

The probability 

= f - f .  

that the variable y will 
lie in the range -yl to +y, is 

+ Y l  - 3 0  - 2 u  - 0  0 u 2 0  3 u  
p r o b ( y ,  < Y < +~1)  = j -y l  p(y )dy  9 

Figure Ai -Gaussian probability density function. 

where 

For the function shown in Figure A1 the shaded 
area represents the probability that the fre- 
quency er ror  is less than y = kc, 

+D 

prob(-c < y < +c) = p(y )dy  = 0.683 

Figure A2 illustrates two distributions of 
errors,  where the measurements of T were 
made for different S / N  values. Case 1 repre- 
sents the higher s/N . 

I I I  i i ! ~  I: Y, CASE 1 
- 3 0 - 2 ~ - 1 0  0 +lo i + 2 ~ + 3 j U  

- 3 0  - 2 0  -1u 0 +lo +2u + 3 u  
1 1  1 I I I L Y,CASE 2 

I 1 1 I I I I  I I I (f-?) IN cps 
- 5  -4 - 3  - 2  - 1  0 +1 + 2  + 3  +4 FOR BOTH 

CURVES 

Figure A2-Probability density of error in cps for two 
S/N values. 

For purposes of illustration let y = O, of case 1 in Figure A2, represent a frequency reading 
e r ro r  of 1 cps. In this case the probability is 0.683 that f - ? for any one reading, from the 
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ensemble of readings, will be within &1 cps, o r  that 68.3 percent of all readings will be in e r ror  by 
less  than 1 cps. For this same distribution it is also true that the probability is 0.997 that f - T is in 
the range of *3 cps (i.e., c = 1 cps at K = 1, or c = 3 cps at K = 3). For case 2 of Figure A2 the 
probability, for example, is 0.683 that f - ? will  be within d . 8  cps or the probability is 0.997 that 
f - T will  be within *4.2 cps (i.e., c = 1.8 at K = I, or c = 4.2 cps at K = 3). 
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Appendix B 

An Analysis o f  the  Quantization Error in 

t h e  High Resolution Processor (HRP) 

The quantization e r ro r  for this HRP system can be analyzed with the use of Figure B1. The 
time interval indicated by Z ,  which is z times 0.2 psec, is actually too short by an amount U ,  and 
too long by an amount v .  Because the refer- 
ence frequency on tape is completely inde- 
pendent of the d a t a  frequency, both u and v I 

L 
have a rectangular d e n s i t y  distribution as 1'' 1 1 1 1 ' 1  TIMING 

2 2 - 1  z + l  PULSES 
shown in Figure B2. u 

0 . 2  psec  

Figure B1 -Determining the counting t ime by counting 
The total e 1 a p  s e d time measurement 

( Z  x 0 . 2  p s e c )  is in e r ror  by = u - v which 
has the probability density distribution shown 
in Figure B3. From this probability density distribution the value of a particular A ,  say A , ,  

where 99.7 percent of all time readings are less than IA, I , is found to be *0.19 X 

the reference cycles. 

sec. 

u = 0.0818 psec  

u, v,  
OR BOTH h 0.2 psec 

+ -0.2 psec  0 0 . 2  psec  

Figure B2-Probability density of Figure B3-Probability density of error, 
u and v. u - v .  

The frequency is estimated as = (Y/z)(s i o 6 )  cps, so  that the e r ro r  in z reflects itself 
as a percent e r ror  in T in accordance with the magnitude of i. For example, if z is the count 
accumulated for approximately 10 msec, and z is modified by E where 

- 0.19 x sec  - = 0.19 1 0 - 4  , A1 
z ( O . 2  psec)  - IO x sec 

E -  

then the true frequency 

f , =  
y x 5 x 106 
z ( 1  E )  

Y = y x  5 x  106 ( 1  * E  t € 2  f € 3  + € 4  + . .  
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